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Fast and Accurate Self-calibration Using Vanishing Point Detection in

Manmade Environments

Sang Jun Lee and Sung Soo Hwang*

Abstract: Interests of auto-calibration have been increased in several camera systems. This paper presents a novel
self-calibration method using fast and accurate vanishing point detection algorithm that works in manmade envi-
ronments. The proposed algorithm estimates focal length assuming that the principal point is the center of an image
to satisfy the orthogonality of three vanishing points. By using proposed vanishing point detection algorithm and
minimization of the proposed objective function, the proposed system detects accurate vanishing points with focal
length outperforming other methods. The proposed vanishing point detection algorithm detects vanishing points
by using J-linkage based method that is more delicate by fragmentation and re-merging strategies. The proposed
objective function finally detects vanishing points that meets orthogonality among estimated hypotheses for van-
ishing points by checking several geometric relationships. We believe that the proposed method can be used for
automatic camera calibration, localization of a camera in an autonomous navigation system, and three-dimensional

reconstruction of a single-view image.

Keywords: Auto camera calibration, line clustering, single view geometry, vanishing point detection.

1. INTRODUCTION

Camera calibration is the essential issue for ubiquitous
applications in robotics and control such as visual servo-
ing [1] and autonomous navigation system [2]. For ex-
amples, position-based visual servoing or hybrid visual
servoing takes visual information from 3D geometry for
feedback control of the pose and motion of robot. Thus, it
highly depends on the quality of accurate intrinsic param-
eters, and it is sensitive to calibration errors [1]. More-
over, visual SLAM or visual odometry system [2] needs
accurate calibration parameters since this system is basi-
cally operated on a map including 3D points generated
by camera poses with calibration matrix. Thus, estimating
accurate calibration matrix is important problem for the-
ses applications that need data association between 3D-2D
points.

While various methods are proposed for camera cali-
bration using different approaches such as Morphological
pattern [3], laser [4] calibration matrix by using vanishing
points [8—10]. Vanishing points are similar to the princi-
pal of image projection since an ideal point in 3D space
is projected in finite 2D point by camera calibration ma-
trix. Therefore, given orthogonal three vanishing points
according to three axes X, y, and z, a relevant camera cali-

bration matrix can be estimated as discussed in [5].

Conventional approaches for vanishing point detection
are as follows: Vanishing points are detected as intersec-
tion points from each cluster of line segments in the im-
age space that are parallel in the world coordinate system.
To estimate line clusters easily, most approaches are oper-
ated on Manhattan world assumption [6], which is man-
made environments that edges detected in those scenes
are according to three axes. For calibrated images, vanish-
ing points can be found as intersection points by mapping
the line segments onto a Gaussian sphere [7]. However,
most of the images are un-calibrated, and line clustering
required for the vanishing point detection is much more
complex.

To the end, various studies have been conducted for
vanishing point detection on un-calibrated images. Tardif
[8] successfully and rapidly detected vanishing points in
un-calibrated images by applying line clusters simultane-
ously. However, in this method, there are several errors in
the clusters and the orthogonality constraints are not en-
sured. Geometric parsing suggested by Barinova [9] can
successfully detects the vanishing points from the non-
Manhattan world by using energy function what they sug-
gest. However, this method is extremely slow and does not
satisfy the orthogonality constraint. Wildenauer and Han-
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Fig. 1. Examples of detected vanishing points of the pro-
posed system. The yellow line is the horizontal line
of the ground truth, and the cyan line is the esti-
mated horizontal line.

bury proposed a Random Sample Consensus (RANSAC)-
based method [10] that could detect vanishing points sat-
isfying the orthogonality constraints with a high accuracy.
However, this method depends on the Manhattan world
assumption for obtaining good samples for detecting van-
ishing points because the RANSAC-based method is weak
for random samples.

This paper proposes a new vanishing point detection al-
gorithm to obtain accurate camera calibration. The pro-
posed system estimates hypotheses for vanishing points
by resolving defects in J-linkage based line clustering by
using fragmentation and re-merging with regard to charac-
teristics of each clusters. The estimated hypotheses, then,
are filtered by the proposed objective function minimiza-
tion satisfying orthogonality constraints with several ge-
ometric relationships to detect vanishing points that are
more robust.

The proposed method has advantages regarding the dis-
cussed issues. First, the proposed method uses the specif-
ically constructed line segments (filtered line segments)
for accurate and fast line clustering. Second, the pro-
posed strategies of line clustering further enhances the
speed and accuracy of line clustering. And consistent de-
tection is guaranteed as using non-iterative approach of
J-linkage based method unlike RANSAC. Third, the pro-
posed method detect accurate vanishing points with cam-
era calibration matrix even Non-manhattan world by us-
ing the proposed objective function because design of the
objective function reflects robust geometric relationships
such as non-similarity between true vanishing points, mul-
tiple image-based consistency, and perpendicularity be-

tween horizontal line and zenith point. We show the ex-
amples of the detected vanishing points by using the pro-
posed system in the Fig. 1. Finally, the detected accurate
calibration matrix can be utilized for navigation systems.

This paper is organized as follows: We present the re-
lated works and some knowledge for the comprehension
of this paper in Section 2 and Section 3. The details of
the proposed method are reported in Section 4. In Section
5, we compare the performance of the proposed method
with previous methods, and we conclude this paper in Sec-
tion 6.

2. RELATED WORKS

Various researches for vanishing point detection have
been conducted on man-made environments. Tardif sug-
gested a method using J-linkage [11] in [8]. This method
utilizes a non-iterative solution for simultaneously esti-
mating vanishing points and line clusters using J-linkage,
which is suggested for fitting multiple models. However,
the vanishing points detected by this method in non-
Manhattan world are not accurate and do not guarantee
orthogonality between them. An improved method using
expectation maximization (EM) suggested in [8] also does
not ensure the satisfaction of the orthogonality because
the initial vanishing points were already not orthogonal.
Moreover, the EM method is highly affected by the ini-
tial values. Furthermore, EM-based methods [12-15] are
computationally expensive.

Ransac 4 Line (R4L), [10] uses RANSAC [16] for van-
ishing point detection. This method randomly selects four
lines and calculates three hypotheses for the vanishing
points, with the focal length reflecting the orthogonality
constraints. Then the hypotheses are detected as the van-
ishing points if the consensus set of inliers with regard
to the line segments is maximized. This method ensures
orthogonality between three vanishing points. However,
this method uses random sampling, and so, it depends on
the quality of the selected line segments. Therefore, this
method relies on the Manhattan world assumption to se-
lect good-quality line segments.

Geometric parsing suggested in [9] simultaneously esti-
mates vanishing points, clusters of line segments, and pix-
els of the line segments by optimizing the proposed en-
ergy function. The energy function assumes that the prin-
cipal point is the center of the image and that the zenith
line passing through both the zenith and principal points
and the horizontal line are perpendicular to each other.
This information is important for the optimization of the
function. Thus, this method works well under the non-
Manhattan world assumption. However, the orthogonal-
ity of the estimated vanishing points using this method is
not proven because this method is only designed for their
detection. In addition, this method requires a few tens of
minutes to 1 h for optimizing the energy function to esti-
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mate the vanishing points.

An algorithm for line clustering and vanishing point de-
tection was proposed in [17] as the previous work. This
method uses a J-linkage-based method for clustering of
the detected and filtered line segments. In the method, hy-
potheses for vanishing points are generated from the clus-
ters The objective function can detect robust vanishing
points in a non-Manhattan world because this method re-
flects the corresponding assumption in the geometry pars-
ing. However, it also do not guarantee that the detected
vanishing points are orthogonal to each other because
this objective function uses a heuristically selected zenith
point in the minimization phase.

3. PRIOR KNOWLEDGE

3.1. Notations

All the vectors are represented in a homogeneous co-
ordinate system. Therefore, point x in 2D coordinates is
represented in lower case and italics as x = (x1, X2, x3)7,
where x3 = 1; hence, ¥ = (xi, xZ)T in inhomogeneous co-
ordinates. Similarly, in 3D coordinates, point X is repre-
sented in uppercase and italics as X = (X, X2, X3, X4)7,
where X, = 1; hence, X = (X;, X, X3)T in inhomoge-
neous coordinates. Vanishing point v can be calculated as
cross product I; X I; of two lines I; and 1;. Line 1 can be
calculated from two end-points e; and e; of its line seg-
ment s by cross their product e; x e;. The orthogonal dis-
tance between x and | in the Euclidean space is d(1,x) =
1I"x/(x31/12 +13)|. The measurement of the image-based
consistency between vanishing point v and line segment s
is dist(s,v) = d(e;,e x v) as suggested in [13], where e is
the average point between the two end-points of segment
.

3.2. Mapping onto Gaussian sphere

A line or line segment in 3D space can be mapped onto
a Gaussian sphere as a large circle [7, 18]. Line segment
S existing in the 3D space (hence, line L) can define a
plane passing through two end-points E}, E, and the cen-
ter of the Gaussian sphere (typically, origin O = (0, 0, 0,
1)T). The plane meets the Gaussian sphere as a large cir-
cle. Therefore, a normal vector can represent the large cir-
cle, and (1) can calculate the normal vector.

E\xE,
= —= ¢=(0.0,0)", (1)
|2
where ¢ is a large circle. This is illustrated in Fig. 2. If the
focal length is known and the principal axis is the center
of an image, then the intersection point is easily detected

as a vanishing point using the Hough transformation when
the large circles meet at one intersection point.

) Filtered
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Fig. 2. System overview of the proposed method.

3.3. Line clustering using J-linkage

J-linkage is a method that clusters the hypotheses hav-
ing high similarities using the Jaccard distance for the
measurement of the similarity. The line clustering method
are conducted by these step: i) M hypotheses are generated
for the vanishing point by intersecting random two-line
segments. ii) N x M preference matrix P is generated as
a Boolean type, where N is the number of line segments.
iii) Value 1 is assigned to P;; if dist(s;, vj) < ¢(= 2), other-
wise it is 0, where 0 <i < N, 0 <j < M. Each generated
row is a representation of each line segment over the hy-
potheses for the vanishing points (i.e., columns) as a set.
iv) Then each set as the representation of a line segment
is merged with another set by using the Jaccard distance.
Jaccard distance J(-, -) is defined as

|AUB|—|ANB]

where A and B are any sets represented by any two-line
segments, respectively. The Jaccard distance measures the
similarity between A and B, such that more similar a
pair, the closer it is to zero. Therefore, the line cluster-
ing method using J-linkage performs the clustering of the
line segments until the Jaccard distance between all the
representations of the line segments reaches unity.

4. METHODS

4.1. System overview

Fig. 2 shows overview of the proposed system. We
utilize line segments detected by Line Segment Detector
(LSD) [19] for the vanishing point detection. In the pro-
posed system, first, the detected line segments are filtered
and re-merged to avoid using erronous lines by the pro-
posed line filtering and merging method as preprosessing
shown in Section 4.2 and 4.3 respectively. Second, the fil-
tered line segments are initially clustered by a J-linkage-
based clustering method, and the initial clusters are frag-
mented to remove the outlier clusters and re-clustered to
tune the clusters more precisely by the proposed over-
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clustering method in Section 4.4. Then, third, the re-
clustering is performed by assigning each type according
to the characteristic of each cluster and re-merging each of
the clusters by each type as explained in Section 4.5 and
4.6. Fourth, in Section 4.7, the vanishing points are found
by minimizing the proposed objective function designed
to ensure the orthogonality constraints. The detected or-
thogonal vanishing points are optimized by using the max-
imum likelihood estimation with the Broyden—Fletcher—
Goldfarb—Shanno algorithm (BFGS) [20] method, which
is a nonlinear optimization method proven to exhibit a
good performance for non-smooth optimizations. Finally,
the calibration matrix is estimated by utilizing the esti-
mated orthogonal vanishing points. We explain more de-
tails on the following Sections.

4.2. Line filtering

LSD line detector detects lots of useful line segments in
linear time without any parameter tuning. An example of
the line segments extracted by LSD is shown in Fig. 3(a).
As shown in the image, numerous line segments are ex-
tracted. These line segments are useful indicators for van-
ishing point detection, but as many numerous outliers also
appear. The outliers hinder the accurate detection of van-
ishing points. Therefore, it is necessary to address the ef-
fect of occurrence of outliers.

When the line segments are drawn as a histogram of
their lengths, most of the results show that they tend
to make an f-distribution [21] in practice, as shown in
Fig. 4(a). We observe that the line segments that repre-
sent a structure of the scene in the image well are rel-
atively long, but their number is small. In contrast, the
line segments that can be found in eco environments are
short and form numerous outliers. Thus, we should deter-
mine an appropriate threshold for removing the line seg-
ments whose lengths are shorter than the threshold and
act as outliers. To this end, we used the kernelized re-
gression [22] method. We approximate the histogram of
the lengths by a Gaussian kernel with the 20th regression,
and the threshold 6 is detected by the maximum value of

Fig. 3. Change in the line segments. (a) Detected whole
line segments. (b) Filtered line segments by the
proposed method.
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Fig. 4. Graphs for line filtering. (a) A histogram of the
lengths of the detected lines. (b) An approximated
histogram and detected threshold value.

the numerical quadric differential of the approximated his-
togram as an inflection point. Fig. 4(b) shows the result of
applying the kernelized regression to the histogram shown
in (a) with the determined threshold value. The threshold
value is automatically detected by taking maximum value
of quadratic function as in around 25.

4.3. Line merging

Line segments cut from a line may be defects in the
detection of vanishing points. For example, these line seg-
ments yield idle points as the intersection points located
at infinity. These may cause confusion at the stage of hy-
potheses generation for vanishing points with unnecessary
computation.

Therefore, we use the line merging method suggested
in [23] for merging these line segments. This line merg-
ing method uses Gaussian mapping of the line segments
mentioned in Section 3.2. In the implementation of this
method, we assume the focal length to be the width as used
in [12] because we do not know the actual focal length.
After the image center is set on the optical axis in the 3D
coordinate system, end-points €', ¢, of each line segment
in the image coordinates are set as Ei, £ in the 3D co-
ordinates. The corresponding depth is the assumed focal
length, f (ie., El = (¢!}, €}, f)7, where i € index for
the line segments). Then, the normal vector of each large
circle from the two end-points is calculated by (1).

Now, the line segments are represented as unit vectors
in the 3D space, with each being a normal vector. For
all the line segments, if the angle between any two-unit
vectors is less than 6 (= 1°), the two line segments are
added as nodes to the strongly connected graph [24]. Af-
ter this execution is performed for all the line segments,
each of the strongly connected set of nodes in the graph
is merged into a single line segment. Therefore, Fig. 3(b)
shows the detected and merged line segments that repre-
sent the structure of the image well without any segmented
line segments as one line.

4.4. Over-clustering

The line segments undergoing the line filtering and
merging stage are initially clustered via J-linkage. For J-
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Fig. 5. Case of errors that occurred during the use of the
J-linkage.
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linkage, as described in Section 3.3, we generate the hy-
potheses for the vanishing points by selecting any two line
segments for which the angle between their normal vec-
tors of the large circles is at least less than ¥ (= 5°). We
adopt this procedure rather than using two random line
segments for M. This method definitely generates the can-
didate vanishing points as the hypotheses because it is on
the Gaussian sphere, any two line segments meet the con-
dition of being approximately parallel with an improve-
ment in the performance. In contrast, using two randomly
selected line segments generates an intersection point as a
hypothesis, which is unrelated to a vanishing point.

Concurrently, type 2 errors [25] in the form of mis-
clustering occur when the clustering is performed by J-
linkage using the generated Mhypotheses, as shown in
Fig. 5. These errors found in the generation of preference
matrix P. The reason for the occurrence of these errors
is that a false line segment that should not be clustered
with some cluster gets clustered because it satisfies dist(s;,
vj) < ¢, as shown in like Fig. 5. To address this prob-
lem simply, we use a sufficiently small threshold number,
g, for dist(s;, vj) < €. Therefore, the type 2 error can be
prevented and numerous line clusters are generated more
skillfully.

4.5. Type assignment

Numerous clusters are created by the over-clustering
step. However, some clusters are divided even they should
be the same cluster as called type 1 error [25]. To address
this problem, we suggest a re-clustering step of the frag-
mented clusters by assigning specific types for each clus-
ter and merging the clusters according to the types. First,
in this sub-section, we present the proposed assignment
method with suggested criterions. Prior to this, we observe
the characteristics of the clusters, as listed in Table 1. In
practice, most of the clusters follow the shapes that repre-
sent the characteristics presented in Table 1.

According to the table, based on the shapes there are
five types. Type O represents an inlier cluster that all the
line segments intersect to one point. Type 1 is a cluster
that has only one line segment. Similar to type 1, type 2
is a cluster that has two line segments that pass through
exactly one intersection point. Type 3 is an outlier cluster

Table 1. Various types.

Type Shape Type Shape
Type 0 g Type 1
Type 2 Type 3 ,,-,J
Type 4 :

in which the line segments meet at multiple intersection
points. Last, type 4 is the cluster in which all the line seg-
ments are parallel.

The method assigning each type to each cluster is as
follows: Types 1 and 2 are simply assigned according to
the number of line segments in a cluster. Types 0, 3, and 4
are assigned by using the mean line segment in each clus-
ter because it represents the tendency of the line segments
in a cluster. Therefore, type O is assigned to a cluster if
the mean line segment in the cluster passes through the
intersection point from any two line segments in the clus-
ter, i.e., dist(S, x) < € where the S is the mean segment
line and x is the intersection point. For the assignment of
type 4, we use the distribution of the intersection points
generated by the mean line segment with all the line seg-
ments. Because the intersection points from parallel lines
are located at infinity, the standard deviation from the in-
tersection points is large. Therefore, we assign type 4 if
the standard deviation of a cluster of intersection points
between the mean line segments and all line segments is
larger than ¢ (= 3000). A cluster that does not satisfy any
of these conditions is assigned as type 3 as an outlier.

The clusters that each of the types is assigned gener-
ate the hypotheses for the vanishing points. The clusters
of types 0 and 4 use the intersection point of any two line
segments as the hypotheses in each cluster, and the clus-
ters of type 2 use a single intersection point in each cluster
as the hypothesis. Because the clusters of type 3 are out-
liers, they do not create the hypotheses and are excepted
for the next phases.

4.6. Re-merging

The clusters that each type is assigned according to their
characteristics are re-merged by the different criteria ob-
tained from the characteristics again.

The clusters that have a mean line and hypothesis for
the vanishing point similar to the clusters of type O or type
4 are merged into one cluster when the mean line of a
cluster intersects the hypothesis for the vanishing point of
another cluster, and vice versa. Thus, when the types of
any two clusters C; and C; are type 0 and type 4, type
0 and type O, or type 4 and type 4, they are merged if
the orthogonal distance error between the mean line of a
cluster and hypothesis of another cluster and vice versa is
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Fig. 6. Illustrations for the remerging phase. (a) The case
of remerging when the two types of clusters are
type 0 and type 4, type 0 and type O, or type 4 and
type 4. (b) The case of remerging when the two
types of are type 1 and type 4 or type 1 and type O.
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Fig. 7. An example of Detected the hypotheses for van-

ishing points. The red dots indicate the hypotheses
generated by each re-merged clusters.

less than € when using the root mean square error as

1 .. .
\/2(dlst2(§ic, vf) —|—dlst2(§jc-, ) <&, 3)
where § and EjC are the mean line segments of C; and C;,

respectively, v¢ and vJC- denote the hypotheses for the re-
spective vanishing points, and 0 < i < j < K, where K is
the number clusters. Fig. 6 (a) illustrates (3).

A type 1 cluster has to be included in a cluster if the
cluster intersects the same hypothesis of another type 1
cluster. Thus, when any two C; and C; have type 1 for C;
and type O or type 4 for C}, they are merged into a cluster
if they satisfy the following equation:

dist(sf V) < e. 4)

Because a type 1 cluster does not have the hypothesis
for the vanishing point, (4) reflects one side of the orthog-
onal distance error, as shown in Fig. 6(b).

Type 2 clusters typically have only one exact intersec-
tion point, so that the hypotheses of this type clusters are
directly used for the objective function minimization with-
out any re-merging process. All the remerged clusters fol-
low the type of front cluster as own type. Fig. 7 shows
the detected hypotheses for vanishing points of each re-
merged clusters.

4.7. Objective function minimization for calibration

We briefly describe how to compute camera calibration
through known orthogonal vanishing points. Then, we in-
troduce the proposed objective function minimization for
robust detection of orthogonal vanishing points.

Given three vanishing points, a camera intrinsic matrix
K can be estimated by decomposing IAC @ [5] such that
(KKT)™" by the Cholesky factorization. To obtain @, fol-
lowing orthogonality constraints should be satisfied:

ViV, = vi@v: = vy 0v; =0, 5)

where v; (i = 1, ..., 3) denotes vanishing points.
Concurrently, assuming pixels of an image are squared
and the principal point of the image is the center, @ is sim-
plified as diag(1/£2, 1/£2, 1) matrix, where f is a focal
length. Then, camera calibration matrix Ky becomes:

f 0
Ki=|0 f ©)
0 0

- o O

The only unknown parameter is the focal length, which
can be estimated by two vanishing points under one con-
straint [26] as follows:

Vi1Va1 +Vi2va
f= LT ™
—Vi3V23

If focal length f is known with Ky, then another van-
ishing point that satisfies the orthogonality constraint can
be easily estimated by using two other vanishing points as

vy =Ky (K1) x (K;'v2) ). @®)

To detect robust vanishing points we propose three
terms related to geometric constraints. Note that {s} is
the given set of all the line segments, and v; and v; are
the vanishing points that we are searching, for which
0 < i < j <1, where I is the number of hypotheses for the
vanishing points. For the comprehension with following
explanation of each term, we illustrated a figure in Fig. 8.

The first term, L(v;,v; | {s}), examines the validity of
the hypotheses for the vanishing points as true vanishing
points by measuring the image-based consistency with re-
gard to all the line segments. This implies that the hy-
potheses are true vanishing points and many line segments
intersected them. Therefore, the equation of the first term
is as follows:

Lol =1-5 ¥ ¥ foes), O

te{i,jk} Vs e{s}

1, dist(s;,vs) < p,
fves) = {O else o (10)

where N is the number of line segments and p is a thresh-
old parameter for the measurement of the intersection.
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Fig. 8. The illustration for comprehension of the objective
function.

Function f(-, -) returns 1 if a line segment intersects a hy-
pothesis for a vanishing point, otherwise it gives 0 for all
the line segments over the three hypotheses for the vanish-
ing points. Then, all the elements calculated by f(-, -) are
summed and divided by N for normalization. The reason
for subtracting one is to yield a smaller value when more
many line segments are intersected.

The second term, J(v;,v; | {s}) calculates the dissimi-
larity between the two hypotheses for vanishing points v;
and v;. If the two hypotheses are true vanishing points,
nothing can intersect both the hypotheses simultaneously,
except the horizontal line. Therefore, using (2), we calcu-
late the Jaccard distance for the calculation of the dissimi-
larity in the two consensus sets calculated by two hypothe-
ses v; and v;, respectively, given {s}, which is discussed in
Section 3.3, step iii. The second term yields that a smaller
number of the line segments intersecting two hypotheses
simultaneously implies a lower cost.

Third term ¢ (v;,v;) regularizes the geometric consis-
tency used in the geometric parsing [9]. When assuming
that the principal point is the center of the image if the
principal point is unknown, then the vertical line connect-
ing the zenith point and principal point is perpendicular to
the horizontal line. To calculate this constraint, in the pre-
vious work, the zenith point is selected heuristically such
that the zenith point is a hypothesis for a vanishing point
in a cluster of type 4. This includes their slope is larger
than 10°. Thus, the zenith point selected by the heuristic
approach cannot surely meet the orthogonality constraint
with other vanishing points. In this work, the zenith point
is used by the v generated by (8), which satisfies the or-
thogonality constraint. Therefore, zenith line z = v X p,
z = (Za» 7, 2.)", where p is the principal point, and the
perpendicular line of the zenith line is z; = (—z, 245 c)T,
where ¢ is a constant. Then, ¢ (-, -) calculates tan |6, — 6, |,
where horizontal line u = v; x v; = (ug, Up, u.)’, 6, is the

angle of u, and 6,, is the angle of z, along the x-axis from
the origin on the counter clockwise. The calculation of the
tangent gives an effect that a larger difference in the angle
between two angles, the larger is the cost exponentially.

Therefore, the proposed objective function is as fol-
lows:

E(vi,vj|{s}) =nc-L(vi,v; | {s})?
g Ty | {sH + fnor - 9 (vi,v))°,
(11)

where the n¢,nj, and ny,, are the coefficients for each
term. The two vanishing points v;, v; are detected by

argmin(E(v;,v; | {s})), (12)
i.jel
and another vanishing point vis automatically calculated
by Equation (8) with focal length f by (7), hence camera
calibration matrix K. We input the hypotheses in order of
0 < i < j <TIto the objective function so that its minimiza-
tion is very fast.

To refine these detected vanishing points with the focal
length, we defined the log-likelihood mixture model for
the vanishing points as the following equation based on
the Cauchy distribution [27] suggested in [10]:

3
P(si |¥) =Y 6:P(si | vi(P)) + 64P(s | 0),  (13)
i=1

1 Y
PG |v)=~—TF ), 14
(sk | vi) p (dist(sk,vi)2+72> (14)

where ¥ = {f, R}, R is a rotation matrix constructed by
three vanishing points, which is represented by exponen-
tial maps [28]. The rotation matrix R € SO(3) can be esti-
mated as

R[4 K;lvl Kj?lvz KJ?IV3
IR v [ K v || [ K s ||
s.t. det(R) = 1. (15)

P(sx | O) is the term for the outliers. ® = {6i—;, 4| 6, >
4
OA Y, 6; = 1} includes the mixture coefficients. ¥ is the
i=1
scale parameter for the likelihood function, and s € {s}.
Note that the vanishing points from W can be estimated as
vi(¥) = Kyri [28] where the r; is the i-th column of the
rotation matrix.
We optimized the model by maximizing the likelihood

using BFGS [29] as
v = argmax\;,ﬁ@ZlogP(sk | ¥, 0). (16)
k
Therefore, the optimization phase refines vanishing points

with focal length regard to accurate camera calibration
matrix.
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5. EXPERIMENT

5.1.  Environment setting

We implement this work using python and tested the
experiments on i7 CPU, 8G RAM. We use the York Ur-
ban Database that has 102 images taken by assuming
the Manhattan world and Eurasian Cities Database that
has 103 images captured by assuming the non-Manhattan
world. In this work, we compare prev_work suggested
in the previous work [17] to compare improvement, and
R4L_MLE_Rf (our implementation) that is suggested to
obtain self-calibration using vanishing point detection. We
call the proposed works to our and our_opt which is to
use optimization. Other vanishing points methods are not
compared due to they are not suggested for estimating
camera calibration matrix. Also, we omit the comparison
of the geometric parsing [9] because this method is ex-
tremely slow. We except comparisons of any deep learn-
ing approaches such as Vpgnet [30], because this system
is considered to be used for embedded system without any
GPUs.

Parameters setting: All the methods use the line seg-
ments that are detected by the LSD line segment detector
with line filtering. For line filtering, § is automatically es-
timated as a value between 20 and 30, and the number of
filtered line segments are between 500 and 1000 with good
representation of the scene.

The parameters for R4L_MLE_Rf are used according
to K =500 and € = 0.5, as suggested in [10]. The param-
eters for the previous work are set as n. = 0.2, nj; = 0.3,
and ny,, = 0.5 for the objective function suggested in [17].
In the proposed method, we use M = 500 and € = 0.01 for
over-clustering and remerging, and y = 1 as suggested in
[10], p = 0.5 also used in previous work for the objective
function to make more precise clusters than ¥, n, = 0.1,
njs = 0.1, and np, = 0.8 as tested in Fig. 9. Fig. 9(a)
and (b) show the sorted total horizon errors based var-
ious combinations, where the sum of each combination
is one in the York Urban Database and Eurasian Cities
Database. In Fig. 9, a combination of these parameter val-
ues for the coefficients of the objective function shows a
minimized error compared to other combinations of both
these databases. This implies that the constraint of geo-
metric consistency that the zenith line be perpendicular to
horizontal line when assuming the principal point as the
center of the image is the core factor for the accurate de-
tection of vanishing points.

5.2. Measurement

We test four measurements for the focal length error,
horizon error, zenith point error, and speed using the ac-
cumulative histogram. All the methods are affected by the
random samples, and so we tested all the methods over ten
times in the measurements. First, the focal length error is
measured by subtracting the estimated focal length to the
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Fig. 9. Parameter searches for the proposed methods by
comparison of the horizontal errors according to
the combinations of n., nj, and ny,, in different
database, York Urban Database and Eurasian Cities
Database.

ground truth focal length by taking the absolute value. For
the test, we only use the York Urban Database because
the ground truth focal length is only provided from this
database. To estimate the focal length, the three vanish-
ing points must satisfy the orthogonal constraints between
each other to yield a positive-definite matrix for IAC @.
However, the previous work cannot meet the constraints
and cannot calculate @, and hence, the focal length. There-
fore, we only compare R4L_MLE_fR, our, and our_opt,
which can estimate the focal length by satisfying the or-
thogonal constraints, except prev. work.

Measurement of the horizon and zenith point error:
The measurements of the horizon error and zenith point
error are for the accuracy of the detection of the vanish-
ing points. The horizon error measures the differences be-
tween the ground truth horizontal line and estimated hori-
zontal line by both the estimated vanishing points that are
located along the horizon.

The horizon error is calculated by max|u*(x) —
u(x)|/(height of image) where u*(x) is the y-axis value
of the ground truth horizontal line over the x-axis value
on the image, u(x) is the y-axis value of the estimated
horizontal line on the x-axis value, too. It means that the
horizon error measures the longest distance normalized
by the height between u*(x) and U(x) in the image. The
zenith point error is calculated by the differences in the
angle between the unit vector of ground truth zenith point
mapped onto the unit sphere and the unit vector of the
estimated zenith point mapped onto the same unit sphere.
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Fig. 10. Comparison of performances on accumulative
histograms of the horizontal errors between ours
with other methods.

Figs. 10(a) and (b) show the results of the accumu-
lative histogram of the horizontal error in the York Ur-
ban Database and Eurasian Cities Database, respectively.
Moreover, Figs. 11(a) and (b) display the results of the ac-
cumulative histogram of zenith point error in the York Ur-
ban Database and Eurasian Cities Database, respectively.
In Fig. 10(a), the best performance is R4L_MLE_fR, but
the performance of our_opt is very similar in the York Ur-
ban Database. The next best performance is of the pro-
posed method and then of the previous work. However, in
Fig. 10(b), our_opt is the best performance outperforming
other methods in the Eurasian Cities Database. The results
of the zenith point error illustrated in Fig. 11(a) and (b) are
similar to the results of the horizon error. In the York Ur-
ban Database, our_opt is the best performance as shown in
Fig. 11(a). In the Eurasian Cities Database, our_opt out-
performs R4L_MLE_{R slightly.

Measurement of focal length error. The experimen-
tal results on the focal length error are illustrated in
Fig. 12(a). The test shows that the our_opt outperforms
R4L_MLE_fR, whereas our slightly degrades the perfor-
mance versus R4L_MLE_fR. The main reason for the oc-
currence of the focal length errors, except the inaccurate
estimation of the vanishing points, is that the real principal
point is not center of the image. Nevertheless, these eval-
uations show that the assumption that the principal point
is the center of the image estimates the calibration matrix
quite well.

Comparison of speed. Last, we draw the accumulative
histogram of the speed for both the databases together.
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Fig. 11. Comparison of performances on accumulative
histograms of the zenith point errors between ours
with other methods.
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Fig. 12. Comparison of performances on accumulative
histograms between ours with other methods in
both of York Urban Database and Eurasian Cities
Database. (a) Accumulative histogram of the fo-
cal length error in the York Urban Database. (b)
Cumulative histogram of the speed in the York
Urban Database and Eurasian Cities Database.

Consequently, as illustrated in Fig. 12(b), our is the fastest
method with a mean of 4.81 s. The previous method is the
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Fig. 13. Examples of all methods. The first row images are prev. work, the second row images are our, the third row
images are R4L_MLE_Rf, and fourth row images are our_opt. The yellow line is the horizontal line of ground
truth, and the cyan line is the estimated horizontal line.

next best with a mean of 6.32 s. out_opt is slower than for
these two methods with a mean of 18.55 s. It is much faster
than R4L_MLE_fR having a mean of 47.20 s. The pro-
posed methods are within several seconds of each other.
Because code of the proposed system is not optimized,
if we optimize this code in C++, we expect an improve-
ment of speed as mean 0.02 s for our and mean 0.08 s for
our_opt as experimented in [31].

5.3. Analysis

Fig. 13 shows the examples of the results for which the
proposed method is better than the other methods. It also
gives a better performance in the Eurasian Cities Database
for both the horizon error and zenith point error, with a
more improved speed. Moreover, the proposed method is
the best for the focal length estimation.

The results exhibit that the proposed method is robust to
the non-Manhattan and Manhattan world assumptions be-
cause the hypotheses generation based on J-linkage using
the proposed method, over-clustering, type assignment,
and re-merging is lighter and more robust to be the true
hypotheses than the RANSAC-based method.

In addition, because the proposed objective function is
designed by satisfying the orthogonality constraints for
auto-camera calibration and non-iteratively minimization,
the proposed method is very fast and powerful to estimate

the vanishing points and camera calibration matrix. By pa-
rameter searching and the assumption used in [9], which is
robust to the non-Manhattan world, the proposed method
is robust to the non-Manhattan world as well as the Man-
hattan world.

The RANSAC-based method must include the true hy-
potheses within the K-th trial. Therefore, it depends on
random sampling and may give a different result in each
term. However, J-linkage based on the initial clustering
is suggested as a non-iterative clustering method for high
speed. It yields constant results even it is also affected by
sampling. Therefore, the suggested clustering method rec-
tifies the influences of the sampling.

6. CONCLUSION

This paper presents a fast and accurate detection of
vanishing points as well as camera calibration matrix.
This method operates accurate line clustering for detect-
ing hypotheses for vanishing points by fragmenting and
re-clustering. The proposed objective function estimates
the vanishing points that minimize the objective func-
tion non-iteratively from the hypotheses with the opti-
mization of log-likelihood maximization. The proposed
objective function is designed to reflect the orthogonal-
ity constraints in these hypotheses and detect robust van-
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ishing points by measuring the image-based consistency
regarding all the line segments and several geometric re-
lations between the hypotheses. Therefore, the proposed
method exhibits good performance in terms of the speed
and accuracy, outperforming the other methods with both
the Manhattan and non-Manhattan world assumptions. We
believe that the proposed method can be useful for the
camera pose estimation such a SLAM system as an auto-
navigation system in real-time.
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